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1 INTRODUCTION 1

1 Introduction

The software application “MetaQuant” was developed by our group at Lawrence Livermore Na-
tional Laboratory (LLNL). It is designed to profile microbial populations in a sample using data
from whole-genome shotgun (WGS) metagenomic DNA sequencing. Several other metagenomic
profiling applications have been described in the literature. We ran a series of benchmark tests to
compare the performance of MetaQuant against that of a few existing profiling tools, using real and
simulated sequence datasets. This report describes our benchmarking procedure and results.

For the background behind the MetaQuant project and detailed discussions of our modeling ap-
proach, algorithm, implementation and testing, we refer the reader to our previous technical reports
[1] [2] [3].

2 Programs selected for comparative benchmarking

2.1 Overview

We compared the performance of MetaQuant against that of two other programs: “GASiC” [4] and
“kallisto” [5]. We had originally intended to benchmark a third program, “GRAMMy” [6], instead
of kallisto. However, GRAMMy turned out to have severe scalability issues, similar to those we
discovered with GASiC (as described below). Other groups report that it is very difficult to use,
and delivers less accurate results than GASiC on simulated test datasets (L. Schaeffer, personal
communication). The newly developed program kallisto appears capable of handling much more
realistic metagenomic datasets; therefore, we felt it would be more interesting and relevant to
compare MetaQuant against kallisto.

While they differ greatly in their approaches, most programs used for profiling microbial abun-
dances try to solve a similar set of problems. In general, these programs compare sequence reads
or read pairs against a reference database of microbial genome sequences, or rely on an external
read alignment program such as Bowtie2 [7] to do so. This produces a list of genome sequences
that are “compatible” with each read, i.e. that the read could potentially be derived from. Typically,
a read is compatible with multiple sequences in the reference genome database. The profiling tool
must resolve this ambiguity, usually by estimating a probability for each read to be derived from
each compatible reference genome. After performing these estimates for each read in the dataset,
the profiler adds the probabilities for each genome to produce an estimate for the total number of
reads that can be assigned to that genome. The assigned read counts are then used together with
the genome sizes to infer the relative genome abundances.
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2.2 GASiC

GASiC (an abbreviation for Genome Abundance Similarity Correction) addresses the ambiguous
read match problem by first generating a similarity matrix A of values aij for each pair of genomes
i, j in the reference database. aij represents the probability that a read selected randomly from
genome i can be aligned to genome j. The probabilities are estimated by running a read simulator
such as Mason [8] to generate 10,000 simulated reads for each reference genome, using Bowtie2
to align the reads against each of the other reference genomes, and counting the fractions of reads
that have significant alignments. The read simulator parameters are chosen to emulate the known
biases and error characteristics of the sequencing platform used to generate the real data. Once the
similarity matrix A has been generated for a given reference database and sequencing platform, it
can be used to estimate the true abundances cj for a sequence dataset by solving the linear model
r = Ac where the element ri of r is the observed number of reads aligning to genome i.

Because computing the similarity matrix for a reference database with N genomes requires N(N�1)
2

Bowtie2 runs, GASiC is not scalable for realistic metagenomic analysis problems, in which a
minimally useful reference database contains thousands of genomes. Even for the “Illumina 100”
benchmark described below, with a 100 genome database, building the similarity matrix required
over 2.5 hours of computation on a 12 core server. To process a more reasonable database with 6000
genomes would take more than a year on the same hardware. Therefore, we only benchmarked
GASiC on the “Illumina 100” dataset.

2.3 kallisto

While kallisto was originally developed for gene expression analysis using RNA-Seq data, its un-
derlying algorithm is equally applicable to metagenomic abundance analysis [9]. It achieves fast
performance by matching reads to target genome sequences using a k-mer hash index, rather than
requiring an initial read alignment step, as do MetaQuant and GASiC. The result is a list of genome
sequences that are compatible with each read, which is then used to construct a likelihood function
for the whole dataset, parameterized by the genome abundances. An expectation-maximization
(EM) algorithm is then used to find a maximum likelihood set of abundances.

Before profiling a dataset with kallisto, a user must construct an index for the reference database.
The indexing process breaks each genome sequence into its component k-mers (with k typically
set to 31) and constructs a colored de Bruijn graph (cDBG). In the cDBG, nodes represent k-mers,
edges connect overlapping k-mers, and colored paths through the graph represent target genome
sequences. Although indexing is fast for small reference databases, the time and memory required
grow rapidly with database size. Indexing a database containing 238 bacterial genomes with a
total of 800 megabases of sequence took 37.5 minutes, with memory usage peaking at 38.5 GB.
Our standard RefMicrobial_Complete database (7,600 genomes, 11 gigabases) caused the indexer
to run out of memory on a machine with 256 GB of RAM. Although the current version cannot
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handle realistic microbial reference databases, the developers of kallisto claim that this scalability
issue will be addressed in the near future [L. Pachter, personal communication].

3 Performance metrics and terminology

We assessed the performance of MetaQuant, GASiC and kallisto using a set of metrics that are
commonly used in the metagenomic profiling literature. It will be helpful to first define terminology
for the estimates produced by metagenomic profilers.

Relative genome abundance (RGA) refers to the fraction of complete genomes in a sample belong-
ing to a given strain, species or genus; it is analogous to the molar concentration of a chemical
compound. A fragment is a short DNA molecule, one end of which gets sequenced to produce a
read, or both ends of which are sequenced to make a read pair. The total fragment count for a target
sequence, strain, species or genus is the total number of fragments that can be mapped to the given
target, including those that map ambiguously to multiple targets. The assigned fragment count is
an estimate for the number of fragments that actually derive from a given target; the sum of these
estimates should equal the total number of mapped fragments. The assigned read fraction or sam-
pling probability is the assigned fragment count divided by the total number of mapped fragments.
It is proportional to the product of the RGA and the effective length of the target genome. The
effective length is roughly equal to the actual length of the target sequence, adjusted for fragment
length and sequencer bias to reflect the probability of sampling a fragment from the target.

It is important to recognize that RGA values for different strains or species cannot simply be added
to produce the corresponding species or genus level RGAs; instead, one must sum the correspond-
ing assigned fragment counts, and then compute the RGA from the summed counts and genome
sizes.

When the true abundances are known, one can compute various measures of deviation in the abun-
dance estimates. Two that are commonly used in the metagenomic profiling literature are the
relative root mean square error (RRMSE) and the average relative error (AVGRE). If ct and ĉt are
respectively the true and estimated abundances for target t, and N targets are profiled, then these
error rates are defined as:

RRMSE =

vuut 1

N

NX

t=1

✓
ĉt � ct
ct

◆2

AV GRE =

1

N

NX

t=1

|ĉt � ct|
ct
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For the benchmarks described below, we computed the error rates for the RGAs estimated at the
genome (strain), species, genus and family levels.

4 Benchmark datasets and results

4.1 Illumina 100 simulated dataset

The “Illumina 100” dataset [10] was one of several simulated datasets originally developed to
assess the quality of genome assemblies generated by various programs. It consists of 27 million
pairs of 75 bp reads, sampled from 100 reference bacterial and archaeal genomes. Quality scores
were obtained from real Illumina data sets, and sequencing errors were generated randomly with
probabilities based on the quality scores. The source genome sequences, with a few exceptions,
included all chromosomes and plasmids from a given strain. For several species, genomes of
multiple strains were included to test the ability of the profiler to distinguish reads from closely
related genomes. The relative genome abundances used for the simulation were fairly even, ranging
from 0.86% to 2.23%, with most strains having RGAs close to 1%.

We analyzed this dataset with all three programs - GASiC, kallisto and MetaQuant - using a refer-
ence database containing only the genome sequences used to generate the dataset. Although this
is a contrived analysis scenario - in real life one would most likely not know the genomes present
beforehand - the choice of reference database was necessitated by the limitations of GASiC, as
described in section 2.2. Results from the three analyses at the genome and species level are shown
in Figures 1, 2 and 3; the error rates at each taxonomic level are summarized in Tables 1 and 2. In
the plots, labeled points indicate genomes or species whose abundance estimates differ from the
true values by more than 0.2%.

Level RRMSE
GASiC kallisto MetaQuant

genome 0.1421 0.0571 0.2674
species 0.0447 0.0217 0.1455
genus 0.0386 0.0223 0.0224
family 0.0237 0.0171 0.0172

Table 1: Root mean square relative errors (RRMSE) by taxonomic level for GASiC, kallisto and
MetaQuant on Illumina 100 dataset

For this dataset, both GASiC and kallisto outperform MetaQuant at genome and species levels,
while MetaQuant and kallisto are essentially equivalent and better than GASiC at genus and family
levels. This is not too surprising, because of the different goals underlying the algorithms of the
three programs. GASiC and kallisto both use a maximum likelihood approach to find relatively
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Level AVGRE
GASiC kallisto MetaQuant

genome 0.0673 0.0198 0.0894
species 0.0294 0.0122 0.0369
genus 0.0257 0.0121 0.0122
family 0.0190 0.0095 0.0094

Table 2: Average relative errors (AVGRE) by taxonomic level for GASiC, kallisto and MetaQuant
on Illumina 100 dataset

unbiased estimates of read counts for each reference genome. By contrast, MetaQuant’s Bayesian
approach seeks to explain the data with a minimal set of genomes. When reads map ambiguously
to similar reference genomes, MetaQuant is biased toward solutions that assign the majority of
reads to the genome with which the largest proportion of reads are compatible. This underlying
bias may be realistic for actual metagenomic datasets, but is problematic for artificial datasets.
Thus, in the plots for MetaQuant, one can see several cases where one strain of a species has a
relative abundance estimate near zero, while another strain of the same species has its abundance
overestimated. Similarly, at the species level, most of the reads belonging to Mycobacterium bovis
were assigned to M. tuberculosis, which has a nearly identical genome. To a lesser degree, GASiC
also had trouble estimating abundances for strains of the same species. kallisto only had difficulty
with the most similar pair of genomes, for two substrains of E. coli strain K-12.
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Figure 1: Relative abundances estimated by GASiC for each genome (top) or species (bottom), for
the Illumina 100 simulated dataset, as a function of the input abundance
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Figure 2: Relative abundances estimated by kallisto for each genome (top) or species (bottom), for
the Illumina 100 simulated dataset, as a function of the input abundance
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Figure 3: Relative abundances estimated by MetaQuant for each genome (top) or species (bottom),
for the Illumina 100 simulated dataset, as a function of the input abundance
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4.2 RefViral simulated dataset

The “RefViral” dataset was one of several simulated datasets developed for testing MetaQuant.
It was generated by sampling 1,000,000 single-end 50-mer reads from randomly chosen viral
genomes in the RefSeq database, following a MetaQuant model with parameters ↵ = 1 and
� = 10. This produced a dataset containing sequences from 107 target genomes, with relative
abundances falling off with rank approximately according to a power law with exponent -0.087, as
shown in Figure 4. The relative abundances spanned about 6 orders of magnitude, with total sam-
pled reads ranging from 1 to about 180,000. Therefore, this was a much more realistic simulation
of a metagenomic dataset than the Illumina 100 data.

We ran MetaQuant and kallisto against this dataset, using the complete RefViral set of 5,301
genomes as the reference database. As we noted earlier, it would be infeasible to run GASiC
with a database of this size, due to its need to align simulated reads from each genome against
each other genome in the database. The results are shown in Figure 5. In both panels, the fitted
relative abundances from each program are plotted against the input relative abundances from the
simulation; the lower panel uses a log scale, to more clearly show the results for the low abundance
genomes. For this dataset, MetaQuant and kallisto yielded nearly identical results, with excellent
accuracy for most genomes. MetaQuant gave a slightly lower estimate for the second most abun-
dant genome, assigning a small number of reads to another isolate of the same virus with 97%
sequence identity to the correct isolate. kallisto underestimated abundances for several of the least
abundant genomes, which were represented by only 1 to 4 reads in the dataset; and gave a zero
estimate (not shown in the log scale plot) for one genome with 4 reads. In general, MetaQuant was
more accurate than kallisto at the low end of the abundance range.
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rank curve.
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Figure 5: Relative abundances fit by MetaQuant and kallisto vs input values for the RefViral sim-
ulated dataset, on linear and log10 scales.



4 BENCHMARK DATASETS AND RESULTS 12

4.3 HMP staggered mock community dataset

The Human Microbiome Project (HMP) “mock community” datasets were developed by members
of the HMP consortium to validate sequencing and analysis methods [11]. We used one of these
(the “staggered” community dataset) for initial testing of MetaQuant. The dataset is described in
detail in our testing report [3]; briefly, it was produced by sequencing a mixture of whole genome
DNA from 20 bacterial species, one archaeal species and one fungus. The proportions of DNA in
the “staggered” mixture were adjusted to provide different numbers of 16S gene copies per species,
ranging from 1,000 to 1,000,000. Although the relative genome abundances in the mixture are
known, there are known discrepancies in the representation of the various species in the sequence
data, which are partly but not entirely explained by bias introduced in the library preparation step
[12]. Nevertheless, this dataset is, to our knowledge, the best available example of real sequencing
data derived from a large set of species covering a wide range of known abundances. The dataset
is available on the Sequence Read Archive (accession SRR172903); it consists of 7.93 million
single-end reads of length 75.

In order to benchmark MetaQuant against kallisto with this dataset, we had to choose a smaller
set of reference sequences than the 11 gigabase “RefMicrobial-Complete” database used in our
earlier testing, because kallisto is not currently able to index a database this large. We constructed a
“MockPlus” reference set consisting of 238 genomes with the following taxonomic makeup:

• The 21 bacterial and archaeal strains known to be present in the mock community sample;

• Up to 4 additional strains, chosen at random, for each of the 21 species;

• Up to 4 other species in the same genus for each of the 18 genera represented in the mock
community;

• 100 genomes from genera not represented in the mock community.

Our goal was to test the ability of kallisto and MetaQuant to discriminate between closely related
strains and species. The number of genomes was limited for a few species and genera by the
number of strains with available genome sequences. The resulting reference set contained a total
of 789 megabases of sequence, which was well within the size that kallisto could handle.

The results from running kallisto and MetaQuant on the mock community dataset are shown in
Figures 6, 7, 8 and 9. For each program, we compared the relative genome abundance estimates
against the true abundances at the genome, species and genus level; the figures show the genome-
and species-level results only. Table 3 shows the relative error rates computed at all three taxonomic
levels. We found that kallisto and MetaQuant gave very similar results on this dataset. kallisto had
slightly better error rates at the genome level, while MetaQuant did slightly better at the species
level.
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Level RRMSE AVGRE
kallisto MetaQuant kallisto MetaQuant

genome 98.46 101.36 24.64 25.56
species 110.10 108.30 27.13 26.75
genus 6.45 6.55 1.95 1.93

Table 3: Root mean square and average relative errors by taxonomic level for kallisto and
MetaQuant on HMP mock community dataset
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Figure 6: Relative abundances estimated by kallisto for each genome for the HMP staggered mock
community dataset, as a function of the input abundance



4 BENCHMARK DATASETS AND RESULTS 15

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

5e−05 5e−04 5e−03 5e−02 5e−01

5e
−0

5
5e
−0

4
5e
−0

3
5e
−0

2
5e
−0

1

Input relative genome abundance

Es
tim

at
ed

 R
G

A

Acinetobacter baumannii

Actinomyces odontolyticus

Bacillus cereus

Bacteroides vulgatus

Clostridium beijerinckii

Deinococcus radiodurans

Enterococcus faecalis

Escherichia coli

Helicobacter pylori

Lactobacillus gasseri

Listeria monocytogenes

Methanobrevibacter smithii

Neisseria meningitidis

Propionibacterium acnes

Pseudomonas aeruginosa

Rhodobacter sphaeroides

Staphylococcus aureus
Staphylococcus epidermidis

Streptococcus agalactiae

Streptococcus mutans

Streptococcus pneumoniae

Figure 7: Relative abundances estimated by kallisto for each species for the HMP staggered mock
community dataset, as a function of the input abundance



4 BENCHMARK DATASETS AND RESULTS 16

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

5e−05 5e−04 5e−03 5e−02 5e−01

5e
−0

5
5e
−0

4
5e
−0

3
5e
−0

2
5e
−0

1

Input relative genome abundance

M
et

aQ
ua

nt
 e

st
im

at
ed

 R
G

A

Acinetobacter baumannii ATCC 17978

Actinomyces odontolyticus ATCC 17982

Bacillus cereus ATCC 10987

Bacteroides vulgatus ATCC 8482

Clostridium beijerinckii NCIMB 8052

Deinococcus radiodurans R1

Enterococcus faecalis OG1RF

Escherichia coli str. K−12 substr. MG1655

Helicobacter pylori 26695

Lactobacillus gasseri ATCC 33323

Listeria monocytogenes EGD−e

Methanobrevibacter smithii ATCC 35061

Neisseria meningitidis MC58

Propionibacterium acnes KPA171202

Pseudomonas aeruginosa PAO1

Rhodobacter sphaeroides 2.4.1 Staphylococcus aureus subsp. aureus USA300_TCH959

Staphylococcus epidermidis ATCC 12228

Streptococcus agalactiae 2603V/R

Streptococcus mutans UA159

Streptococcus pneumoniae TIGR4

Figure 8: Relative abundances estimated by MetaQuant for each genome for the HMP staggered
mock community dataset, as a function of the input abundance
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Figure 9: Relative abundances estimated by MetaQuant for each species for the HMP staggered
mock community dataset, as a function of the input abundance



5 DISCUSSION AND CONCLUSIONS 18

5 Discussion and conclusions

We draw two main conclusions from our benchmarking study. First, we found that many, if not all,
open source metagenomic profiling tools described in the literature suffer from severe scalability
issues. GASiC and GRAMMy in particular cannot be used with reference databases larger than
a few hundred genome sequences, because the compute time and memory required to process the
database goes up as the square of the database size. To be useful for analyzing samples of unknown
composition, a reference database needs to include several thousand genomes. Therefore, while
GASiC gave more accurate results than MetaQuant on a small simulated dataset, it was an artificial
comparison because the reference database used contained the same genomes as were used to
generate the simulated reads. It appears that GASiC and GRAMMy are only useful for analyzing
samples in which the species present are known to be restricted to a small set.

The current version of kallisto also has a scalability problem, though it is not as severe as that of
GASiC or GRAMMy. This is because the compute time required for kallisto to index a reference
database is determined by the total number of sequence bases, rather than the number of genome
sequences. Therefore, on a moderately large memory machine (256 GB RAM), it is able to in-
dex a database of all viral genome sequences from RefSeq (5,300 genomes with a total of 146
megabases), but not one containing all complete bacterial and archaeal genomes (7,600 genomes
totalling 11 gigabases). On a larger server with 430 GB of RAM, it was possible to index a database
of about 2,000 bacterial genomes with 4.3 gigabases of sequence (L. Schaeffer, personal commu-
nication). Useful metagenomic profiling analyses can be done with a database of this size, but it
may require tailoring the database content to a target sample type, such as soil, indoor dust, human
fecal samples or skin swabs.

As far as we are aware, MetaQuant is the only available metagenomic profiling tool that isn’t
restricted by these database size limitations. It is only subject to the constraints of the software
used for sequence read alignment (i.e., Bowtie2), for which the indexing and search time is roughly
linear with the database size. We have not run into problems building Bowtie2 indexes for the large
microbial databases we have worked with, which range in size up to 27 gigabases.

The second lesson to be drawn from our benchmarking study is that the relative performance of
metagenomic profiling tools depends strongly on the dataset used. One should be skeptical about
performance results based on simulated datasets, because it is easy to tailor the dataset to emphasize
the strengths of a particular tool and minimize its weaknesses. For example, MetaQuant gave less
accurate results than either kallisto or GASiC on the Illumina 100 dataset, in which the component
genomes had roughly equal abundances; but performed as well as or better than kallisto on the
RefViral dataset, in which the genomes were present at a wide range of abundances. We believe
the difference in accuracy is due in part to the Bayesian model underlying MetaQuant, which
favors profiles in which the abundances span several orders of magnitude, and in which one strain
dominates when a mixture of strains for one species is present. Since the Illumina 100 dataset
draws equal numbers of reads from multiple genomes from each of several species, MetaQuant
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gives skewed estimates for the genomes within those species.

The model underlying MetaQuant was designed to emulate the profiles of actual microbial commu-
nities, which tend to follow a power law abundance-vs-rank curve. The simulated RefViral dataset
has such a profile, so the fact that MetaQuant performs well with it suggests that it should also
do well with real metagenomic datasets. Unfortunately, there are few if any publically available
WGS datasets whose abundance profiles have been well characterized by independent methods,
such as qPCR. The best “real” datasets available, the HMP mock community datasets, contain real
sequence data from synthetic microbial communities. The staggered mock community data pro-
vide a reasonable approximation to actual metagenomic data, in that the true abundances cover five
orders of magnitude. This dataset has documented problems with library preparation and other
biases. Nevertheless, the fact that MetaQuant and kallisto give similar results with this data, using
completely orthogonal analysis approaches, shows that it is still a useful dataset for benchmark-
ing. It would be of enormous benefit to metagenomics researchers if more well-characterized test
datasets could be generated, from both real and synthetic microbial communities.
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